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Abstract

Middleware systems support the development of distributed real-time systems in particular in heterogeneous environments. We propose OSA+, a scalable service-oriented middleware architecture. OSA+ offers support not only for communication between but also for the execution of tasks. It adapts to different hardware, operating and communication systems by the use of basic services. These services can be plugged into a microkernel platform. Thus, OSA+ can be used on PCs, workstations, but also in lower-priced embedded systems with scarce memory and CPU equipment. As case study for an OSA+ application, we present the Komodo project which consists of a multi-threaded Java microcontroller, a real-time Java virtual machine, an adapted Java API, and a Java version of the OSA+ middleware.

1 Introduction

The complexity of real-time systems in the field of system automation is steadily increasing. Complex embedded real-time systems consist of several computing nodes ranging from DSPs and microcontrollers to PCs and workstations. Using middleware for such real-time systems offers several advantages: it eases the software development, increases the portability of the software and improves the system maintenance and reliability. Furthermore, the middleware can be used to monitor timing constraints in a distributed real-time system.

The design of such a middleware must reflect the special needs of real-time systems, e.g. predictability, definition of timing constraints or resource allocation. Embedded real-time systems have additional needs: many of the computation nodes in such systems are strictly limited in memory and processor power, because they are realized by cheap microcontrollers. So the overhead produced by the middleware must be minimized for such nodes. To solve this problem, we propose a scalable middleware architecture for embedded real-time systems called OSA+\(^1\). This architecture adapts the microkernel concept to middleware. Scalability is achieved by a very small system core and additional functionality, which can be added on demand. To deal with the variety of features given by the hardware and software environment, we rely on a quality of service (QoS) concept.

2 Basic OSA+ architecture

OSA+ provides a service oriented architecture. Services are plugged into a platform and communicate with each other through jobs (Figure 1). A job contains an order and a result.

![Figure 1. OSA+ basic architecture](image)

One main goal of OSA+ is the realization of a highly scalable architecture, which can easily be adapted to different hardware and software environments. To reach this goal, a microkernel architecture well known from operating systems is used. The OSA+ platform consists of a very small

\(^1\)OSA+: Open System Architecture - Platform for Universal Services
core platform, which offers a basic functionality. This core platform contains no hardware or operating system dependent parts. The core platform uses special services to extend its own functionality. One kind of special services are basic services which are used for the adaptation to a specific hardware and operating system environment. Another kind are the extension services which extend the core functionality of the platform (Figure 2). These services are plugged in like user services.

2.2 Basic and extension services

The core platform is able to work standalone on a very small system. The functionality is than restricted to: only local jobs and services, a limited number and size of jobs and services, strictly sequential job management (no multithreading or multitasking) and no real-time monitoring (see section 3). To adapt and scale the platform to a target environment, the basic and extension services are used. These are services with a predefined interface, which are plugged in like user services. The following basic service interfaces are currently defined:

- the memory service gives access to the OS memory management and removes the restriction of limited numbers and sizes of jobs and services.
- The process service gives access to the OS process management and allows the use of multithreading and multitasking to realize the services as threads or heavy weight processes.
- The communication service is the link to the available communication systems and allows global jobs and services.
- The event service manages timer and other hardware events. It allows the monitoring of real-time constraints (see section 3) and event triggered job execution (see section 4).

The aim of the extension services is to add new functionality to the platform, that might be useful for certain applications. Typical examples are:

- a protocol service allows the platform (and all other services) to protocol internal activities (e.g. job delivery, plug in of services).
- a security service which can limit access to services and encipher data for secure transmission.

So, with basic and extension services, a tradeoff can be made between size and functionality of the OSA+ platform.

3 Real-time issues

This chapter first describes the real-time job scheduling, as it is seen by the application. Then we explain, how this is realized by the core platform and the basic services.

3.1 Job scheduling

The job management presented in section 2.1 must guarantee that all deadlines are met in hard real-time systems. To achieve this, the user can specify real-time constraints.

![Figure 2. OSA+ microkernel architecture](image)
for every job defined. In this way the application programmer has better control over the execution of jobs. As mentioned in section 2 a job contains two parts: the order and the result. The job timing constraints apply to both parts. All possible job states, the actions which can initiate a transition from one state to another and the relevant timing constraints are depicted in Figure 3.

![Figure 3. Job timing constraints: deliver and execution phase](image)

Note that all timing specifications are optional. The user can specify a subset of these constraints which are interesting for his application. Instead of the 'latest end of execution' time a fixed priority or a guaranteed percentage rate for every job can be specified. Guaranteed percentage scheduling is supported by the Komodo microcontroller (see section 4). Here each job gets a guaranteed percentage rate of the totally available processor cycles [1]. Because many real-time applications use periodic jobs (e.g. for the input of sensor data) a period for the repeated delivery of jobs can also be specified. So the priorities, deadlines or rates of a service (thread, process) which executes a job, are directly controlled by this job. The various timing constraints allow a concise definition of scheduling needs, monitoring and load transfer between client and server. A description of the use of these constraints can be found in section 4.

### 3.2 Platform mechanisms

The real-time characteristics of the middleware platform depend on the features of the underlying hardware and OS. So the realization of the various timing constraints given in section 3.1 is spread over the core platform and the basic services, which form the connection to hardware and OS.

The core platform offers the following basic real-time mechanisms: first, the user functions are divided into initialization functions and working function. All working functions use static resources pre-allocated by the initialization functions and offer strictly limited worst case execution times (WCETs). Second, the core platform uses the 'latest times' or 'priorities' given in job scheduling to order the jobs in the internal queues. So an urgent job overtakes a job with more laxity. All the other real-time mechanisms depend on hardware and OS features and are therefore placed in the basic services. Each basic service offers a QoS function, which reports the supported real-time features to the core-platform.

The memory service can offer the real-time features 'locking' and 'real-time allocation'. If none of them is present, the memory service isn't used for real-time jobs. If 'locking' is available, the buffers of the core platform can be extended to increase the number and size of real-time jobs and services. If 'real-time allocation' is offered, dynamic-sized real-time jobs are allowed (no pre-allocation is needed).

The process service offers real-time scheduling policies available from the OS for processes and threads, which realize the services. These policies are used in the execution phase of the job scheduling. Currently 'fixed priority', 'earliest deadline first' and 'guaranteed percentage' scheduling can be supported. If no real-time policy is offered, we allow no real-time jobs.

The communication service can offer real-time protocols, which allow guaranteed worst case transmission times and prioritized transmissions between platform nodes. Explicit support for asynchronous communication is given by the OSA+ user interface. If no real-time communication is available, only local real-time jobs are allowed.

The event service is the basis for real-time monitoring and release scheduling. The timer events offered by the event service are used to trigger the jobs based on the 'earliest times' given in job scheduling. Furthermore, all 'latest times' are monitored by timer events. As shown in the next section, the event service can also be used to trigger real-time jobs based on external hardware events.

### 4 A case study: the Komodo project

We are currently implementing a first prototype of OSA+ on top of Windows NT and CMX. The following case study
exemplifies the adaptation of the OSA+ middleware architecture to an underlying non-standard hardware and software environment.

The Komodo project explores the suitability of Java and a multithreaded processor in embedded real-time systems.

A multithreaded processor is characterized by the ability to simultaneously execute instructions of different threads within the processor pipeline [2], which allows an extremely fast context switch. Multithreading techniques are proposed in processor architecture research to mask latencies of instructions. The Komodo project applies multithreading for event handling by taking advantage of its fast context switching ability. Contemporary microcontrollers activate Interrupt-Service-Routines (ISRs) for event handling. Assuming a multithreaded processor core in a microcontroller allows to trigger so-called Interrupt-Service-Threads (ISTs) instead of ISRs for event handling. In this case an occurring event activates an assigned thread. This has several advantages, like extremely fast thread activation, non-blocking parallel thread execution, hiding of latencies, flexible context switches and flexible priority schemes for interrupt handling. A detailed description of the IST concept can be found in [10].

State-of-the-art embedded systems are programmed in assembly or C/C++ languages. Java features several advantages with respect to real-time systems: the object orientation of the Java language supports easy programming, reusability, and robustness. Java bytecode is portable, of small size, and secure due to the bytecode verifier in the Java-Virtual-Machine (JVM). However, the use of Java is hardly possible in embedded real-time systems because of its high hardware requirements and unpredictable real-time behavior. Both problems are solved with the design of a real-time, multithreaded Java-microcontroller.

The layers of the Komodo project are depicted in Figure 4 (for more details see [3][1]).

The first layer—the core of the project—is a Java microcontroller with the following features: a Java-microcontroller executes Java bytecode instructions directly in hardware raising the performance of Java applications and decreasing the hardware requirements compared to a Java interpreter or Just-In-Time (JIT) compiler. The proposed Komodo microcontroller supports multiple ISTs with zero-cycle context switching overhead. It holds the contexts of up to four hardware threads in different register sets. Several thread priority schemes can be managed in hardware, mainly EDF and guaranteed percentage. The guaranteed percentage scheme offers the possibility to assign a rate of the full processing power to each thread of a system of threads. Herewith response times and data rates can be guaranteed even for several concurrent events independent of other processor activities, as long as there is no overload condition.

The second layer consists of the Komodo Virtual Machine (VM) which is a real-time virtual machine used by the Komodo API. Most of the third layer, the Komodo API, is derived from the Java API which is adapted to the Komodo VM and extended by special classes for real-time thread handling and the system I/O.

The fourth layer of the project is the OSA+ middleware. This has two reasons: first, the Komodo microcontroller supports up to four hardware real-time threads. If more real-time threads are needed, several Komodo microcontrollers can be interconnected by the middleware. So the middleware scales the Komodo system. The second reason for using OSA+ is that we want to interconnect the Komodo controller with other non-Java microcontrollers and microprocessors.

To adapt the middleware to the Komodo system, the basic services must be provided and combined with the standard Java version of the microkernel core platform: the process service maps the OSA+ service model to the real-time hardware threads of the Komodo microcontroller. Installing an OSA+ service is mapped to the creation of a Komodo hardware thread. The hardware EDF and guaranteed percentage scheduling policies are made available to the core platform. The event service is used to map the hardware event handling mechanism of the Komodo microcontroller to the OSA+ service model. A hardware event is connected to an OSA+ job, which is directed to an OSA+ service. This service is mapped to an IST and placed in one of the four hardware thread slots of the Komodo microcontroller. If an event occurs, it activates the IST and executes the predefined job concurrently to other real-time or non-real-time threads. After the execution the IST is suspended and waits for the next event. The communication service simply maps the protocol layer of the communication service to a serial peripheral interface (SPI) similar to those

![Figure 4. The Komodo project layers](image)
available in Motorola microcontrollers. The memory service is currently omitted, because there is only automatic memory allocation in Java.

The fifth layer is the real-time application layer—currently an automated guided vehicle (AGV) system is envisioned as pilot application. In this system, several real-time tasks have to be handled. The main tasks are: track detection, position mark detection, collision detection, drive control, keyboard/display control, and keeping a radio link to a control station. In a simple case, track detection means the reading of a reflective tape, which is glued to the floor. This is done by a CCD camera. The vehicle simply has to follow this track. Figure 5 shows the AGV architecture.

Figure 5. AGV scenario

In a more complex case, the vehicle has to find its way through a given environment without a track. It monitors its surrounding by a camera and a laser scanner and has to perform image recognition to calculate its actual position and a way to its destination. This is beyond the computing power of a microcontroller. In that case, an industrial PC replaces one of the microcontrollers The presence of the OSA+ middleware in this example simplifies the scaling of AGV systems according to its needs and improves the maintenance of a running AGV system.

Finally, we demonstrate by the example shown in Figure 5 the use of the various timing constraints for job scheduling presented in section 2. For this purpose, we examine one interaction between the services DriveControl located on Komodo MC 2 and TrackDetection located on Komodo MC 1. The service DriveControl creates a job for the service TrackDetection to read a single line of the camera at a given time X and to return the resulting bit pattern. The maximum jitter allowed for X is 0.1 msec. The resulting bit pattern must be available latest at the time X + 10 msec. This leads to the basic OSA+ job timing constraints shown in Figure 6.

Figure 6. Basic timing constraints for job scheduling

We can now use additional information to refine these basic constraints. First we can take in account, that both microcontrollers are interconnected peer to peer by a serial link with a well known transmission rate. So the time to deliver the resulting bit pattern from MC2 to MC1 is known. The value in our example is 3 msec. So we can add the latest end of execution timing constraint as shown in figure 7. This has two advantages. First it allows the scheduler to do a better job by separating the execution from the delivery. Second the system monitoring is enhanced. We now can distinguish a communication timing failure from an execution timing failure.

Figure 7. First refinement of timing constraints for job scheduling

Figure 8 adds some laxity to the result delivery. A laxity of 0.5 msec is given for the transmission over the serial line and for the pick up of the result by the DriveControl service.

Figure 8. Second refinement of timing constraints for job scheduling

We now can add additional timing constraints, if we wish to control the system load balancing. By including an earliest start of delivery constraint for the result (Figure 9), we can keep the load on MC1 (server) as long as possible. In the previous examples, the delivery of the result can be done directly after the execution, which may be finished before the given deadline of \([X + 6]\) msec. Now we delay the delivery to its latest possible time, preventing the load from MC2 to MC1, as shown in Figure 10. If we know the transmission time of the order (0.5 msec in our example), we can define an earliest start of delivery constraint for the order. If we furthermore know the worst
case execution time of our job on MC1 (1 msec in our example, including a laxity of 0.5 msec), we can define earlier deadlines for execution and result delivery, thus leading to the earliest possible delivery of the result to MC2.

5 Related work and conclusions

Middleware systems like CORBA [4], DCOM [5], RMI [6] and JMS [7] are increasingly popular in the non-real-time world. But these systems are not suitable for real-time applications. They require a large amount of memory and do not take advantage of most of the operating system’s real-time features [8].

For these reasons the Real-Time Special Interest Group (RT-SIG) of the Object Management Group (OMG) started the definition of a real-time CORBA standard [9]. RT CORBA eliminates the above mentioned disadvantages and makes CORBA suitable for the application in real-time systems. Some requirements of RT CORBA are: fixed priority scheduling, control over ORB resources for end-to-end predictability, a time type, transmission of real-time events and exceptions, documented execution times, etc. Several RT CORBA realizations from stripped-down, faster versions of existing ORBs to more advanced solutions like MITRE’s RT CORBA, TAO, CHORUS/COOL RT CORBA or NRaD/URI RT CORBA are described in [8].

There are several differences between our proposed middleware system and RT CORBA. OSA+ is a service oriented system while RT CORBA is object oriented. However, OSA+ is more than a pure message-oriented system like JMS, because it offers support not only for communication but also for the execution of tasks. RT CORBA is only a specification. It says nothing about the implementation and not much about the architecture of the ORB. In contrast, the OSA+ proposes a specific broker architecture, which is based on the microkernel concept and scales from small embedded systems to larger systems. OSA+ was designed for small embedded systems from scratch while RT CORBA is the extension of a standard which was not designed for real-time embedded systems initially. OSA+ can be seen as a set of components for constructing ORBs of different sizes. Internal studies showed that OSA+ can be used to build a RT CORBA ORB.

We are currently implementing OSA+ on top of Windows NT and CMX. So we hope to get soon first evaluation information about performance and overhead. We are further integrating OSA+ into the Komodo project based on the multithreaded Komodo microcontroller, which currently exists as software simulation. A complete Komodo system with a FPGA based controller prototype is under construction.
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